Mipsology:
The Future of FPGA-Based
Machine Learning

Mipsology

af the Heart of Big Data S www. mipsology.com |,

email: contact@mipsology.com <o

Abstract

A.l. is an exploding market, projected to grow at a compound annual rate of 62.9 percent from
2016 to 2022. Neural networks are in greater demand than ever, appearing in an ever-growing
range of consumer electronics. Even so, the processing demands of Deep Learning and inference
exceed the capacity of traditional CPUs and GPUs — and the shortfall becomes even more
pronounced at scale, in data centers. FPGAs, by contrast, are already used in many data centers,
and measure up to the processing demands of Deep Learning and inference — but until now,
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they’ve been very difficult to use without expertise.

Mipsology’s team of expert founders, leveraging more than 20 years of
experience designing high-performance electronic systems, have brought the
cutting-edge technology of FPGA-based acceleration to bear on neural network
processing, delivering a fully integrated FPGA replacement for GPUs, which
works seamlessly and easily with all neural networks, and is ready-made for use in
data centers.

Why use an FPGA for Your Neural Network Inference?

Machine learning is moving from GPU to FPGA... and momentum is growing.

Field Programmable Gate Array components (FPGAs) have already proven to be the
fastest, most flexible, power-efficient chips on the market.

That means they’re ideally suited to be used in data centers, especially in the fast-moving
world of machine learning.

FPGA is crucial for Deep Learning

Demandfor Deep Learningcontinuesto skyrocket,spurring the developmentof a variety of new
technologiesSomeof theseapplicationsare very visible— for example the seltdrivingcar. Others,such
asspeechrecognitionandfacerecognition,are lessobvious,but nonethelessssentiakto our daily lives.
Many more existto servespecializedout important verticak, suchas identifying cancerson medical
images,identifying breachesinto computer networks, adaptingefficiently power consumptionin data
centers,attemptingto predict electionresults,or improvingthe internet ad profiling.

DeepLearnings a method of computerizedearningperformedby neuralnetworks whichare simplified
mathematicakimulationsof how brainsfunction. Bylookingat manyexamplesor as®ciations the neural
networkisableto “learn’ connectionsandrelationshipsnuchmore quicklythan atraditional recognition
programcould.

Forexample,a neural network might listen to manyvocalsamplesand use DeepLearningto learnto
“recognizé the soundsof specificwords. Thisneuralnetwork couldthen sift througha list of brand-new
vocalsamplesand correctlyidentify the samplescontainingthe wordsit haslearned,usingatechnique
calledinference

Eventhe simplestneuralnetwork requiresa tremendousamountof mathematical“heavylifting.” Deep
Learningrequiresan evengreaternumberof calculationsandthe computingdemandsof inferenceare
greaterstill. ThisisbecausewhereasDeepLearningypicallyonly needsto be performedone singletime,
aneuralnetwork must perform inferenceagainandagain,for eachnew sampleit receives.
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The fact that many popular applications use inference to

perform commontaskslike speechrecognitionand imagetagging— millions
upon millions of times every day — highlightsan obviousneed for a categorical
upgradein computingpower.

The future of Deep Learning is on FPGA

We founded Mipsology in 2015 to deliver fully integrated solutions that acceleratethe
computingof DeepLearningand inference.Our focushasalwaysbeento deliverfull solutionsfor
data centers, with the goal of supporting very large loads and high throughput. Rather than
attemptingto accelerateone neuralnetworkfor a singleapplication,our technology calledZebra,
canaccelerateall neuralnetworksfor all applications-effectivelyreplacinghe GPUgurrentlyused
by mostscientists.

Mi p s osfoondeysbringtogethermore than 20 yearsof experiencedesigninghigh performance
systemsbasedon many FPGAsIn the past, severalof our team membersled the designof multiple
emulatorsfor high-speedASICrerification,basedon

thousandsof XilinxFPGAs.

Standard training Inference on FPGA
In January 2017, our team demonstrated Zebra

executedon a KU115- showcasingthe fastest 100 " Training
percent FPGAbasedsolution computing any neural — [EERGEY oata
network inference (as far as we've been able to
determine).

Incoming
Trained NN Data

We ported Zebrato AWSin just two months,andwill

soonoffer accesdo our Zebrafl implementationon

AWS Marketplace. In Q2, we will support all
convolutional neural networks (CNN similar to
AlexNet and GooglLeNet, delivering inference
performancereaching4000 imagesper secondand
more than 100 imagesper secondper watt. We will
alsoaddsupportfor CaffeandMXNETnfrastructures,  Figure 1: Mipsology Zebra general flow. The GPU is replaced by
so our userswill never have to worry about their an FPGA when performing inference in the same infrastructure.
FPGAsunning“undercover’

Zebra FPGA
Int16

Trained NN

Inthe nearfuture, we’ll continueto addnewfeaturesthat deliverstrongerperformancewhile supporting
more DeepLearningnfrastructuresandinnovations.

FPGA solves your toughest Deep Learning processing challenges

Traditional central processingunits (CPUs)while very flexible, fail to measureup in high-demand
computingtasksof DeepLearningand inference.Many neural network developersquickly recognized
this, and switchedto graphicgprocessinginits (GPUs)whichallow more computationbandwidth,at the
costof decreasedlexibility.
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Thistrade-off workedreasonablywell at first —but it, too, didn't

last for long. As neural networks continued to increase in complexity,
demandingevermore calculationbandwidth,evenGPUseachedthe limits of their
abilities.GPUslsoturned out to presentother problemsaswell: they consumequite
a bit of power and demand a lot of cooling, making them lessthan-ideal for
deploymentin the data centersusedin big-datacloudapplications.

In fact, while customASICsnay seemto presentan ideal solution,they alsocreatesignificant
challengedor data centers.For one thing, ASICsre not yet availablein any data center. If
availablethey mustcomplywith datacenters strict requirementsin orderto be deployedwhichwill
be anotherchallengebeforelargeadoption.Butmainly,they are highlydedicatedto a specifictask,
whichmakesthem even lessflexiblethan CPUGPUand FPGA.

Developing specificASIGakesseveralyears—but the DeepLearningandneuralnetworkfieldsare
evolvingrapidly,with ongoingbreakthroughanakinglastyearstechnologyirrelevant.Plus,in order

to competewith aCPWraGPUanASIGvould needto usealargesiliconareausingwith the thinner
manufacturingechnology.Thismakesthe upfront investmentexpensivewithout anyguaranteeof long
term relevancy.Theneuralnetwork field evolvesrapidly,and the accelerationprovidedby a givenASIC
maynot alwaysbe aspowerful asthat of anequivalentGPUCPUor FPGA.

Many of thesechallengedavealreadybeensolvedby FPGAS.

AnFPGAs programmableat the hardwarelevel, makingit highlyparallel,to agreaterdegreethana CPU
or a GPU.FPGAsuse less power than a GPUor CPU,and are proven to comply with data center
requirements. Unlikea specializedASICan FPGAs hardwareprogrammable permitting accelerationof

manydifferentloads,andenablingguickupdatesto acceleratenew neuralnetwork architectureswithout

havingto wait for the next ASICto be released.It’s true that, until very recently, FPGAdackedhigh

computation bandwidth — but that has changed.In 2017,the two major FPGAdesigncompaniesare

releasingthe most powerful FPGAso far, which offer computationbandwidth equivalentto that of a

GPUwith the additionalpotential to usethe millionsof logiccellsandflip-flops necessaryo matchthe

requirementsof a neuralnetwork

Design and Methodology

How we chose our FPGA
Our choiceof FPGAasbeendrivenby our designgoal:to createa neuralnetwork computationsystem
that canrun anyneuralnetwork andreachthe highestpotential performanceon a singleFPGA.

Severatesearchteamshaveconcludeahat highGPUrecisionis not requiredfor highaccuracyn neural
network computation.In other words, it’s possibleto obtain accurateresultsusingfixed-point 16 bits, 8
bits, or evenfewer. Thus,althoughwe do support 32-bit floating-point calculationasa referencewhen
comparingresultsto GPUpur focushasbeento designa systemthat valuesperformanceover precision.
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By the same token, we value fixed-point throughput over

floating-point. While Intel's Stratix10 GX2800for example,natively supports
floating-point calculationsin the silicon, the fixed-point Xilinx Ultra-ScalePlus
VU13Pactually offers more fixed-point calculationsper cycle,thanksto a higher
numberof DSPs.

Of course, maximum frequency must also be considered, because higher frequency
correlateswith highperformance WhilesomeFPGAmayrun fasterthan others,the constraint

of fitting into a data centerrequiresto tightly control the power then to limit the frequency.
Sinceevena higherfrequencyFPGAvould alsobe subjectto the samepower constraints frequency
wasnot a differentiator in our choiceof FPGA.

FPGA Intel Stratix-10 GX2800| Xilinx VU9P XilinxVU13P

5 ,760(11,520mult) 6,840 12,288

BooleanLogic PAGEIES 2,586kLC 3,780kLC
Flip-Flops 3,732k 2,592k 3,456k

Tablel: Logicavailablein newesFPGA

Overtime, the performanceandfunctionalityof Intel'sand XilinXs FPGAwvill continueto improve,which
mayleadto a different choice.In all caseswe are convincedthat next generationswith more DSPand
logic, will offer even better solution for neural network in data centers. However,with our current
considerationan mind, and current componentsavailable,we chosethe XilinxKU115as the basisfor
developingaprototype of the system ,andthe XilinxVU9Pand VU13Pastargetsfor our productionFPGA.

HLS/s.RTLandOperCLvs.PCle

Forawhile, Xilinxand Intel are pushingthe useof highlevelsynthesigHLSJo designFPGAontent.One
goalisto allowawideraudienceto developFPGAontent, particularlysoftwaredevelopersvho canwrite

C/C++code.Whenthe goalisto createa designutilizinga lot of arithmetic, HLSallowsdesignat a higher
level of abstractionthan registerleveltransfer (RTL)Thiscanreducethe codingeffort. However,if the

goalis to pushglobal performanceas high as possible,HLSmay fall short. UsingRTLto design,on the

other hand, allowsfor finer control of the implementationresult, at the potential costof alongerdesign
time. Sinceour goalisto reachthe highestpossibleperformance we decidedto useRTLcoding.

OpenClis a framewaorkfor writing programsthat executeacrossheterogeneouglatforms.On a typical
PC.this allows programsto transfer data over a PClebus without goinginto low-level details— which
meansOpenClenablesheterogeneougplatformsto get up and runningmore quickly,with lesscoding
effort from the developer.

However like anygenericsolution,OpenClmaylackthe highestthroughputdesirablefor certainspecific
solutions.Becausave soughtthe highestpossibleperformance we decidedto investin writing our own
SW/HWinterface.

In short, no perfectsolutionexists—i g all amatter of choosinghe right trade-offs.
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We canimaginethat a larger developercommunitywill drive

HLSand OpenCilio closethe performancegapeventually.Forthosewho are
new to FPGAand acceleration,or those who want to designquickly with fewer
performancerequirements,both theseoptionsare probablyequallygoodchoices.

We've alreadysolvedthe architectureand performancechallenges

Agrowingnumberof companiesare addingFPGA$o their datacenters for the primaryreason

of increasingcalculationthroughput. Thismeanscomputationperformanceis the mostimportant
driver in FPGAchoice (typically followed by the drive to reduce power consumption).In certain
applications,the latencyoffered by FPGAcould alsobe a primary driver, like in fasttrading and
more generallyfinancialmarkets.Butin mostapplication the computationacceleratiorjustifiesby
itself the useof FPGA.

Thus,while it’'s mandatoryto utilize the highestpossiblenumberof digital signalprocessor{DSPSs)

at highfrequency,it's equallyimportant to feed eachDSRwith data. In particular,the waysin whichlook
up tables (LUT) flip-flops and memoriesare used around DSP<reate significarn impactson eventual
performance.Thesefactsdrove manyof our architecturedecisionsGooglejn its recentarticle, provides
some interesting related information. If some may see specificASICas superior for performance,the

architecturalchoicealsoimpactsthem greatly.Googlés TPUfor example hasalow actualMACutilization

rate with an averageof 23% (and as low as 6.3%o0n one of the neural network used to measure
performance).Thisdoesnot differ for FPGAthe architecture can drasticallyimpact the real eventual
performance.

Ouir first focuswasto choosebetweeninternal and externalmemory. While internal memory offers a
large amount of bandwidth, it haslimited capacity.Externalmemory, on the other hand, offers high
capacityat the costsof lower limited bandwidth and high latency, while also consumingmore power.
Thuswe decidedto avoidexternalmemoryasmuchaspossiblein our architecture.

Anotherchallengewasto reducethe logicper DSP.Thereare thousandsof DSP$n the FPGAdrivenby
data busseslf those bussesare 32-bits wide, for example everyextra LUT(flip-flop) on them costsnot
one LUT(flip-flop) but thousandsmultiplied by 32. Thissignificantlyincreaseghe sizeof the logicused.

Forexample,on a VU9Pthe additionof amuxon eachbit in front of eachof the 6840DSRcostsroughly
18 percentof LUTsn the FPGA.

Thuswe defineda budgetper-blocand per-DSPhefore we begancoding.We alsotook advantageof the
largeset of arithmetic operationsoffered by the XilinxDSRo improvethe per-cycleperformance which
a CPUWbr aGPUcannotoffer. Aggregatinghe DSP$o constructlargeroperations,without involvingextra
logic,allowedusto alsoreducethe logicinvolvedfor largeroperations.

WhencodingusingRTLor C,it isimportant to understandthe resultsat the gatelevel.Onemaythink that
the synthesizewill do onething, but the tools will sometimesproducea different result. Thismaybe due
to incorrectsyntax,a missingoption, anareaoptimizationreducingfrequency or the opposite.However,
whenone cancheckthe synthesigesult,it’s possibleto compareto the budgetedsizeandmakesurethe
designwill fit the targeted FPGAwith the highestfilling rate for eachDSPjn order to obtain maximum
performane.
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Ourfinal focuswasfrequency.Utilizingall the DSPand most of

the other resourcesof the FPGAeadsto challengingplacementand routing
problemsfor Vivado.We believethat RTLcodingis quite helpful to reachhigher
frequencies- which is why we didn't neglectthis crucialstep toward reachingour
performancegoal.

Running your FPGA in the Cloud provides many advantages

AmazonWeb Serviceg AWS)offers FPGAbasedinstances,named AWSElasticCompute Cloud
(EC2Flinstancesenablingusersto acceleratealgolithmsin severaladvantageousvays.EachEC2
Flinstanceislike avirtual PCin the cloudequippedwith 1 or 8 VU9PFPGAs.

Fromthe end userspoint of view

For end users,who are not familiar with FPGAsbut want to take advantageof their benefits, AWS
providesan easysolutionof an FPGAnstancein the Cloud,similarto usinga GPUbasedor a CPUbased
instance.Thisoffers manybenefits:

*  Zeroup-front cost. AWSprovidesaccesgo one of the largestFPGAswithout requiringthe user
to buy it before usingit. Theboardwasdesignedto acceleratecomputations,so the end-user
doesnot haveto mind aboutwhichboardis adequate.

*  Hardwarecomespre-installed and pre-tested. AWShasalreadytakencareof compatibilitywith
the computerand OS whichcanconsumea lot of time and moneywhena PCleboard (FPGAor
otherwise)is not compatiblewith a certainmachine.

* Highhardwarequality. AWSmonitorsthe hardwareon anongoingbasis gliminatingthe impact
of afailingboardremainingundetectedfor alongtime. If a boardfails,you cansimplyswitchto
anotherinstanceandrestart your applicationwithout delay.

* Adaptablebandwidth. After startingwith one FPGAIt's easyto scaleup the bandwidthwithout
any up-front cost—or to scaledown if required. Forapplicationswith only a few hoursof high
peakactivity, or applicationsthat only require a few hourson a regularbasis,the averagecost
will be reducedby only usingthe instanceswvhen required. Thismeansthere’s no needto buy
manyboardsto usethem only sparsely.

« Simplified usage. Sincemany users are not FPGAspecialists,and prefer to focus on their
applicationsmore than on the FPGAAWSprovidesapplicationsthat make usingan FPGAas
simpleasusinga CPU.

Fromthe startup's point of view
For companiesin the businessof providing FPGAbasedacceleration,usinga FPGAIn the cloud also
providessomesignificantadvantages:

*  No up-front hardware investment. If the accelerationcan be performed on a genericboard,
there’sno needto investin physicahardware.
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e Consistent,uniform hardware. Sincethe hardware
installed on AWSis uniform, you'll be usingthe samehardwarefor
development,evaluationand execution. This limits compatibility issues
and risks of operatingin an unknown environment, while focusingyour
developmen on one specificplatform.

* Immediate testing and evaluation. You won't have to spend weeks, or even
months, installingsoftware for a potential customerto evaluate.An evaluationcan
startimmediatelyon the Cloud,yet the customercanstill control the paceof testing.

* Noleadtime for additional bandwidth. Whenevera customermeedsmore bandwidth,new
FPGAareimmediatelyavailablein volume—with no leadtime for hardwaremanufacture,
andno needto callin ateamto installboards(or maintainexising ones).

* Noneedto dealwith borders,customsand shippingcompanies.In fact, no needto ship
hardwareat all.

¢ Unlimited number of customers.All can sharethe samehardware,without a dedicated
supportteamto look after them.

»  Automatic upgradesand deployments. AWSs own infrastructure managesevery application
upgrade deploymentanddistribution.

*  Much broader customerreach. Everycustomercansimplyusethe applicationon AWS rather
than havingto order customhardwareand/or install customsoftware.

However while thosebenefitsare significant it doestake somework to integrateAWSrequirementsinto
the developmentprocess.

We’ve already ported Zebrato EC2 F1

Using OpenCLcan significantlyreduce the effort of porting to a cloud platform, becauseOpenCLis
designedo be portable betweenplatforms,aslongasthe APlis usedcorrectly.

Whether you chooseto use OpenClor not, the principleis the samefor the FPGAntegration: AWSs
HardwareDesigrKit providesa shellfor the FPGAThisshellis the layeraroundyour IP,providingaccess
to PCleand DDRmemories.Whilethe shellrunspermanentlyon the EC2 Flinstance the applicationthe
userrunsis loadedusingpartial reconfigurationof the FPGASncewe've alreadytestedessentiablocks
and madethem ready for use, running a neural network on Zebraessentiallyfunctionslike running a
programon a CPUusingonly about 20 percentof the FPGAsresources.
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Portingour applicationto the E22 F1board turned out not to

betoo complex.We startedfrom a designrunningon a KU115coupledto a SW
stackunderLinux,andported themto the VU9Pavailableon B2 Flinstanceswith

our software stack,within four weeks.Adaptingthe designto a different FPGAvas
madeeasyasthe architectureis scalablgseeFigure2). Most of the work wasfocused

on bridgingour control busto the shell,and makingsurethat routing andtiming would be
achievable.

Then,we spentanotherfour weeksoptimizingthe FPGA :
compilesto reachhigherperformancesWe performed o
the softwareporting in parallelwithout majorissue.

Althoughwe beganwith no knowledgeof how to use
AWSwe found it to be veryeasyto use,andfoundthe
AWSteamto beveryreactiveandknowledgeableThey
automated the processof building the AmazonFPGA
Image(AFlwhichisrequiredto run onthe B2 F1.This
AFlcannotbe accessedlirectly by the Flinstane user,
allowingusto protectour IP,which—alongwith the fact
that no one else offers cloud accesso FPGAas AWS
does — was one of our most important criteria in
choosingAWS. Figure 2: Zebra architecture in the AWS Shell

Next,we actuallyran our designanddebugit. Fornewbies—who mostlikely useHLSlesign-this canbe
a shock.The HighLevelSynthesidool significantlytransformsthe sourcecode,resultingin a low-level
gatenetlist. Nothinglookslike softwaredebuganymore.Instead it ismillionsof gatesexecutedn parallel,
whicharetypicallydebuggd with waveforms.

Benefits of running Mipsology Zebra on FPGASs in your data center

EveryCloudbasedFPGAlesignedby Mipsologyprocesse®ver 24,0000perationsat atime. It works
with all neuralnetworks,boastingcompatibility with anytypical CNNor RNNL It requires,from the user,
no FPGAnowledgeno FPGAool knowledge no hardwareknowledge;in fact, the usercanjust forget
thereisan FPGAIlt runson” s t a nRC&hoardreadyto be usedin datacenters.It’'salsolow power,
consumingg timeslesspower than anequivalentGPU.

Plus,sinceMipsologyprovidesFPGAssSoftwareasa Servicg SaaSjor datacenters,you'll save
significantoverheadon servers softwarelicensesandstaff. Allyou'll haveto doisto conned to the
Cloudandstart runningyour neuralnetworks.
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Data Center Benefits

MipsologyZebrarunsin highdensityin datacenters,without
consumingexcesgpower. Thehardwareworksseamlesslyvith the
datacentersloads,andcomplieswith all the usualHVAQequirements.

NeuralNetwork TechnologyBenefits

MipsologyZebradoesrit require any FPGAelated knowledgefrom the end user.lt is
alreadyintegratedwith deeplearninginfrastructureswhichmeansit cansimply
replaceyour existingGPUwithout anychangesMipsologyZebrawill alsosupport
new neuralnetwork technologiegnore quicklythan a GPUasthe samesiliconcanbe
reprogrammedat the hardwarelevelto accommodatenew needs,no re-spin,no new
silicon,no tape-in tape-out delaysaccelerationcanbe madeavailablein few weeks.

Performanceand Power Benefits

MipsologyZebraboasthigherperformancethan equivalentCPUor GPUslIt will pass100
imageds/W in 2017in comparisoro only 14.2imageds/W from the newestGPU Asthe
power usedis lower than GPU having8 boardsper hostis simple,allowingto increasethe
densityof computationin data centerwith hundredsthousandimagesper hostwithin a
slimpower budgetbelow 700W.Theysupportvariousprecisionsand canevenhandle
other processinglemandson the sameFPGA.

CostBenefits UsingAWSand Zebra

MipsologyZebrarunson AWSEC Flwhichis availablewith no upfront costto the user.As
switchingto Zebracanbe donein minutes,there is no engineeringcostrelatedto changing
the neuralnetworks or the codein placefor GPUor CPUThebilling beingdone per hour,
the hardwareand softwarecostscanbe adaptedto the realloadsandneeds,sono
hardwareis sitting in acomputerdoingnothing.No needto mind aboutavailability,
hardwarecompatibility,hardwaresupportandfailures,depreciation deployment,IT costs,
allthat ismadetransparentand managedby AWS.Youll be ableto usethe samehardware
for inferenceandlearning,all for a smallerR&Dbudgetthan everbefore.

Mipsology stands at the forefront of FPGA-based machine learning. In
terms of cost, power, flexibility and adaptability, the answer to your
Deep Learning challenges is clear: Mipsology Zebra.

Ludovic Larzul, Founder and CEO of Mipsology
www.mipsology.com
zebra@mipsology.com
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